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Abstract

The ban on code-switching between a (subject) pronoun and a verb, but not between a lexical DP and a verb, is an enduring puzzle in research on bilingual code-switching. In this paper, we propose an account of these code-switching facts by positing that pronouns and lexical DPs take advantage of different checking strategies: While lexical DPs check features in [Spec, TP], pronouns undergo D-to-T movement. In the latter case, a mixed-language complex head results, a construction which crashes at PF, as predicted by the PF Disjunction Theorem.
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1. Introduction

The ban on code-switching between a (subject) pronoun and a verb, but not between a lexical DP and a verb, is an enduring puzzle in research on bilingual code-switching. In this paper, we propose an account of these code-switching facts by positing that pronouns and lexical DPs take advantage of different checking strategies: While lexical DPs check features in [Spec, TP], pronouns undergo D-to-T movement. In the latter case, a mixed-language
complex head results, a construction which crashes at PF, as predicted by the PF Disjunction Theorem.

This paper is organized as follows. First we outline the Minimalist Program, which forms the general theoretical framework of our analysis. We then sketch MacSwan’s (1999) Minimalist approach to code-switching. We follow with a short review of the status of pronouns and lexical DPs in current linguistic theory and its relation to the theory of movement. We present our analysis after briefly reviewing the literature on pronoun-verb codeswitches.

2. The Minimalist Program

In the Minimalist Program (Chomsky, 1995, 2001a, 2001b), all parameters are encoded in the lexicon, with the consequence that linguistic variation falls out from the morphological properties (abstract and concrete) of the lexical items (Borer, 1984). In this model, there are two central components: a computational system for human language, which is presumed to be invariant across languages, and a lexicon, to which the idiosyncratic differences observed across languages are attributed.

Phrase structure is also derived from the lexicon in the Minimalist Program. An operation, called Select, picks items from the lexicon and introduces them into the lexical array, an assembled subset of the lexicon used to construct a derivation. Another operation, Merge, takes items from this array and forms new, hierarchically arranged syntactic objects (substructures). The operation Move (or Internal Merge, in Chomsky, 2001b) will be discussed further below. It applies to properties of objects formed by Merge to build new structures. In the Minimalist Program, then, structures are built derivationally by the application of the three operations Select, Merge and Move, constrained only by the condition that lexically encoded features match in the course of a derivation. The result of the derivation will be a Phonological Form (PF) and an Logical Form (LF), both interface levels.

Movements are driven by feature checking, and may be of two types. A head may undergo head movement and adjoin to another head, or a maximal projection may move to the specifier position of a phrase. There are several types of features: semantic (e.g. abstract object), phonological (e.g. the sounds), and formal (Chomsky, 1995:230ff, 236, 277ff). The formal ones are relevant to syntax and are divided into intrinsic or optional; and into interpretable or uninterpretable. The intrinsic ones are “listed explicitly in the lexical entry or strictly determined by properties so listed” (Chomsky, 1995:231) and include categorial features, the Case assigning features of the verb, and the person and gender features of the noun. Optional features are added arbitrarily and are predictable from Principles of UG (e.g. nouns need Case). They include the tense and agreement features of verbs and the number and Case features of NPs. The EPP feature (or Extended Projection Principle) ensures that subjects move to the specifier of TP.

Uninterpretable features trigger movement but interpretable ones do not. Interpretable features are relevant at LF and do not erase or delete but can be “used over.” Uninterpretable features explain several phenomena earlier treated as separate. For instance, (a) a DP has one and only one uninterpretable Case feature, as (1) illustrates, and (b) the features justify the inclusion of functional categories in the lexical array and the ensuing movement into the heads and specifiers of these projections:

(1) *Zoya is seemed ti was annoyed with Amir.
In (1), Zoya cannot check the Case in both subject positions, an indication that Case is uninterpretable.2

In the generative framework, movement has always been seen as puzzling. As Chomsky (1998b:42) puts it, “[w]hy language should have this [movement] property is an interesting question, which has been discussed for almost 40 years without resolution.” Verbal agreement and Case are problematic as well since they are not relevant to the interpretation in Modern English. Chomsky (1998a:42–48) proposes to connect both of these problems: The “offending” uninterpretable Case and agreement are eliminated through movement.

In short, we assume that linguistic expressions have a phonetic and a semantic component. In the ideal case, all features would be relevant at either LF or PF. This is, however, not true since there are features that force movement that are neither interpreted at the semantic nor at the phonetic interface; these features are uninterpretable, and include Case, agreement, and EPP. van Gelderen (2000) proposes that languages and different stages of the same language differ as to which features are interpretable. This analysis may be useful in explaining a number of code-switching phenomena as well, but will not be crucial to the success of our analysis of the pronominal data. We will instead use the distinction between heads and maximal projections but first we outline a theory of code-switching consistent with the Minimalist Program.

3. A Minimalist Approach to code-switching

If all syntactic variation is associated with the lexicon, as in the Minimalist Program, then code-switching may be seen as the simple consequence of mixing items from multiple lexicons in the course of a derivation. MacSwan (1999, 2000) develops a model of intrasentential code-switching in which items may be drawn from the lexicon of multiple (discretely represented) languages (two, in the simple case) to introduce features into the lexical array, which must then be checked for convergence in just the same way as monolingual features must be checked, with no special mechanisms permitted. The requirements are simply carried along with the lexical items of the respective systems. On this view, the relevant theory of code-switching is stated as in (2):

(2) Nothing constrains code-switching apart from the requirements of the mixed grammars.

Nothing constrains code-switching apart from the requirements of the mixed grammars. Note that (2) is a theory of code-switching, and not part of the theory of grammar. Indeed, (2) implies that no rule or principle of grammar may make explicit reference to code-switching, nor to the identities of particular languages.3

The phonological component, responsible for mapping the lexical array to PF, is of a very different character from the syntax. Phonological rules build structure in a way that syntax does not, and in doing so they often refer to specific morphological material with its phonetic content. Chomsky (1995) and others have pointed out that the mapping to the phonetic form is very different from the syntactic component of the grammar. Thus, while syntactic operations may apply at any time, operations of the phonological component must apply in a particular order, as Bromberger and Halle (1989) have also pointed out.

2 In more recent work, there are a few changes, e.g. Chomsky (2001b), where movement in the narrow syntax (i.e. before PF and LF split) is restricted to phrases (e.g. subject DPs) and triggered by the EPP (or OCC) features of T. In this approach, head movement is phonological, an assumption consistent with the PF Disjunction Theorem.

3 By “mixed grammars” we do not refer to grammars, each of which is mixed, but rather to discrete grammars which are mixed under conditions of code-switching.
Notice that if we attempt to take the union of two PF components for the purposes of code-switching, the ordering relations among rules will not be preserved. If, for instance, \( L_X \) orders \( R_1 \) before \( R_2 \), and \( L_Y \) orders \( R_2 \) before \( R_1 \), then the resulting system will have no ordering relations on \( R_1 \) or \( R_2 \), and it will fail to meet its requirement that rules be (partially) ordered with respect to one another. Rather than invoke a control structure which allows the systems to interface, it may be worthwhile to pursue the hypothesis, developed in MacSwan (1999), that code-switching in the computation \( N \to \pi \) is simply impossible, as expressed as in (3).

(3) PF Disjunction Theorem

(i) The PF component consists of rules/constraints which must be (partially) ordered/ranked with respect to each other, and these orders/rankings vary cross-linguistically.

(ii) Code-switching entails the union of at least two (lexically-encoded) grammars.

(iii) Ordering relations are not preserved under union.

Therefore, code-switching within a PF component is not possible.

We take (3) to be an instantiation of Full Interpretation (FI), the requirement that every object have a sensorimotor interpretation to qualify as a legitimate representation. Since phonological systems cannot be mixed, code-switching at PF generates “unpronounceable” elements which violate FI. Notice that this system predicts that code-switching below \( X^0 \) is not permitted, since \( X^0 \)’s are inputs to PF (Chomsky, 1995); indeed, there is some evidence that head movement falls quite generally within the phonological component rather than the narrow syntax, as Chomsky (2000:146, 2001a:37) has recently suggested. Thus, we assume that all \( X^0 \)’s must be phonologically parsed, and that phonological systems may be switched at word boundaries but not within words (heads).

It is important to note, too, that (3), like (2), does not have the character of a constraint on code-switching; (3) is a theory about the relationship between the phonological components of a bilingual’s linguistic system, and is deduced from the nature of the phonological rules. Similarly, the lexicons are each language-specific for reasons that are independent of phenomena under analysis: Language-particular morphological rules of word formation apply to a discrete subset of the lexical items known to a bilingual, and those items uniquely qualify for PF interpretation by a language-particular phonological system. For reasons noted, phonological systems cannot be mixed, and this property has the effect of creating discrete lexicons for the languages known to a bilingual person. See MacSwan (1999, 2000) for an elaboration of empirical consequences of these ideas.

4. Pronouns, lexical DPs, and movement

A number of persuasive arguments have been advanced in which pronouns are analyzed as heads rather than phrases (Abney, 1987; Longobardi, 1994; Cardinaletti, 1994; Cardinaletti and Starke, 1996; Carnie, 2000), as had been traditionally assumed. While there has been some controversy over whether pronouns are base-generated under D or under N, recent proposals analyze these structures as involving N-to-D movement internally within the DP, along lines pursued in Longobardi (1994).

\[^4\text{Grosjean and Miller (1994) provide phonetic evidence that code-switching between words is “complete,” with no perseverative phonetic effects from one language into the other. However, phonological aspects of code-switching are dramatically under-investigated, and much more must be learned to illuminate the precise nature of the restriction noted.}\]
Subject pronouns might potentially check features with T either by head movement, as in (4a), or by moving into the specifier of T, as in (4b).

![Diagram](image)

We will argue that, unlike pronouns, nouns do not have the option to be constructed as a head. Nouns, if they are to be argumental, have to have a D(eterminer). Pure NPs occur as predicates, vocatives, and adverbials, but not as subjects or objects (Higginbotham, 1985; Rothstein, 1983; Longobardi, 1994). This is the reason why most researchers assume a D even in languages that do not have an overt one. Thus, comparing pronouns and nouns given in (5a,b):

(5) a. \[ D \]

\[
\begin{array}{c}
\text{she} \\
\end{array}
\]

b. \[ DP \]

\[
\begin{array}{c}
D \\
N \\
\text{coyote} \\
\end{array}
\]

When pronouns are coordinated or modified, they lose the ability to be heads. A structure for a coordinate pronoun is provided in (6). This is the stage in the derivation when the pronoun has just been combined with the coordinator and, and either the pronoun or the coordinator can project, i.e. the result can be a Coordinator Phrase (as in Munn, 1992; van Gelderen, 1997) or a DP, but never just a head:

(6) \[ DP/CoP \]

\[
\begin{array}{c}
\text{Co} \\
\text{and} \\
D \\
\end{array}
\]

\[
\begin{array}{c}
\text{I} \\
\end{array}
\]
Evidence that pronouns move to head positions is provided by a number of independent facts. For instance, when pronouns are separated from the verb by an adverb, they are often repeated (in a corpus of American Spoken Professional English; see www.athel.com), as in (7) and (8), shown in van Gelderen (2004):

(7) they apparently—they’re involved in this (White House briefings, 1996).

(8) We find they, you know—they both work comfortably, to be honest with you (Commerce department meetings, 1997).

Repetition of subjects after and, as in (9), also occurs:

(9) Yes I do, and I am absolutely convinced . . . (UNC Faculty Meetings, 1997)

In addition, pronouns are not generally modified, as in *he with the green hair, a fact which follows from the assumption that they are heads.

Languages differ as to the lexical items they have in the lexicon. In English, we have seen that pronouns can function either as Ds or as heads of DPs. In colloquial French, only the head possibility is available for pronouns such as je ‘I’ in (10):

(10) Je le sais
I it know
‘I know it’.

Since French pronouns are only heads, never phrases, coordinating pronouns is ungrammatical (e.g. *tu et je ‘you and I’). There are special forms such as moi ‘me’, as in (11) that cannot check features but are used in most forms as a replacement of je. We’ll see in the next section that these two kinds function very differently:

(11) Moi, je le sais
me, I it know

Chomsky (1981:330) analyses pronominals as just $\phi$-features, with or without a phonological matrix:

Assume that there is some set of grammatical features $\phi$ that characterize pronouns; i.e., pronouns are distinguished from overt anaphors and R-expressions in that the grammatical features of pronouns are drawn solely from $\phi$, whereas overt anaphors and R-expressions have some other grammatical features as well. . . . A pronominal has no grammatical features other than $\phi$-features, and may or may not have a phonological matrix.

The rich feature specification which is generally overtly encoded in the pronominal system leads one to suspect that they are base-generated under D, and that an empty N moves to head-adjoin to them. We will assume for concreteness that pronouns are base-generated under D and that an empty N moves to it for the purpose of checking its formal features. However, the only assumption here that is crucial to the success of our analysis below is the fairly uncontroversial claim that pronouns are heads which get to D (either through base-generation or movement). Thus, pronouns differ from lexical DPs only in that they contain (or are) a single phonetically realized head.
In considering various pied-piping phenomena, Chomsky (1995:261–271) proposes a revision of Move \(a\) as Move F, a version of the movement operation which targets features (F) rather than lexical items. Move F would move formal features alone and strand their phonetic content, if not for the following economy principle which Chomsky further proposes:

\[(12) \quad F \text{ carries along just enough material for convergence.}\]

Chomsky (1995:265) further assumes that “only PF convergence forces anything beyond features to raise.” Features cannot exist on their own and therefore they need to pied pipe lexical material. Takahashi (2000), who explores the consequences of the Move F theory of movement for numerous Japanese phenomena, terms this requirement the PF Integrity Condition, defined in (13):

\[(13) \quad \text{The PF Integrity Condition}\]

Words whose features are isolated or scattered may not be subject to PF rules, making the derivation crash at PF.

As in the case of (3), (13) is understood as an instantiation of Full Interpretation.

Below we will argue for a version of (12): Move as little as you can. Pronouns can move as Ds and therefore do. Nominals cannot because, as argued above, if nouns are to be argumental, they have to have a D(eterminer) and a Noun which makes a full phrase. Pronouns, as Ds, do not have to project.

5. Code-switching and pronouns

5.1. Previous analyses

Timm (1975:477) observes, “[o]ne of the strongest restrictions against switching applies to pronominal subjects or objects … and the finite verbs”. This view is echoed by Gumperz (1976) and Lipski (1978). Although there are corpora of language pairs where different results obtain, there appears to be a robust finding in the code-switching literature that reveals a surprising fact: Whereas code-switching between a (subject) lexical DP and verb is well-formed, switching between a (subject) pronoun and a verb is ill-formed, as illustrated in (14) and (15) for English–Dutch.

\[(14) \quad \text{The car talk brothers } lachen \, altijd \, te \, veel \]
\[\text{The car talk brothers laugh always too much}\]

\[(15) \quad *\text{They } zeggen \, te \, veel \]
\[\text{They say too much}\]

Working within the Matrix Language Frame (MLF) Model of Myers-Scotton (1993), Jake (1994) argues that there are at least four types of pronouns, to be divided along lexical/grammatical lines consistent with Myers-Scotton’s (1993) System-Morpheme Principle. On Myers-Scotton’s (1993) view, “system morphemes which have grammatical relations external to their constituent … will come from the ML” or matrix language (83). For Jake, examples of lexical (or emphatic) pronouns that can codeswitch are French \textit{moi} ‘me’ in (16) and Moroccan Arabic \textit{nta} ‘you’ in (17):

\[(16) \quad \textit{moi} \, dxt\]
\[\text{I went-in}\]
In (17), the non-lexical French pronoun *tu* is included as well, reinforcing the idea that the pronoun *nta* is really lexical and has interpretable features like a full DP.

The same occurs in Dutch/Moroccan Arabic code-switching, as Nortier (1990) has shown. In Moroccan Arabic, there are two kinds of pronouns: dependent clitics and independent pronouns. Code-switching only occurs between the latter and a Dutch verb, as in (18) and (19):

(18) *humaya* vergelijken de mentaliteit met de islam
    they compare the mentality with the islam

(19) *ana* ik vind *‘*t zo*n knuffeldiertje
    I I find it such a cuddly toy
    (Moroccan Arabic-Dutch, from Nortier, 1990:165–166)

MacSwan (1999) reports Spanish–Nahuatl data which are problematic for Jake’s (1994) analysis. In (20)–(23), a switch between a Spanish pronoun and a Nahuatl verb may not occur for first or second person; however, third person switches, are well-formed:

(20) *Yo* nikoas tlakemetl
    yo ni-k-koa-s tlake-me-tl
    I 1S-3Os-buy-fut garment-pl-nsf
    ‘I will buy clothes’

(21) *Tú* tikoas tlakemetl
    tú ti-k-koa-s tlake-me-tl
    you/sing 2S-3Os-buy-fut garment-pl-nsf
    ‘You will buy clothes’

(22) Êl kikoas tlakemetl
    él 0-ki-koa-s tlak-eme-tl
    he 3S-3Os-buy-fut garment-pl-nsf
    ‘He will buy clothes’

(23) Ella kikoas tlakemetl
    ella 0-ki-koa-s tlake-me-tl
    she 3S-3Os-buy-fut garment-pl-nsf
    ‘She will buy clothes’

In Jake’s system, Spanish personal pronouns should be system morphemes because they are assigned to argument position. We therefore expect codeswitches involving these elements to be well-formed if and only if the matrix language contributes the pronoun. Regardless of which language is analyzed to be the matrix language in (20)–(23), a problem emerges for Jake’s analysis: In some instances the constructions are well-formed, and in others they are ill-formed.

Nonetheless, while Jake (1994) provides a rich and fascinating review of code-switching data, it is clear that the Myers-Scotton’s (1993) MLF Model will not help with respect to the data in (20)–(23). Other theoretical and empirical limitations of the model suggest that there is little hope of saving the analysis with further elaboration, as MacSwan (2005) has shown in detail.
5.2. Our analysis

Our analysis takes advantage of the economy condition regulating movement and the PF Integrity Principle, stated in (12) and (13), repeated here:

(12) \(F\) carries along just enough material for convergence.

(13) The PF Integrity Condition
Words whose features are isolated or scattered may not be subject to PF rules, making the derivation crash at PF.

Consider first the contrast in (14) and (15) above, again repeated:

(14) Their brothers, *lachen altijd te veel
The car talk brothers laugh always too much

(15) *They zeggen te veel
They say too much

In the case of (14), D cannot raise to T while leaving its NP complement. Hence, the entire DP enters into a checking relation with T by moving into the \([\text{Spec, TP}]\) position, as in (24).

\[
\text{(24)} \quad \begin{array}{c}
\text{TP} \\
\text{DP}_i \\
\text{T} \\
\text{DP} \\
\text{D} \\
\text{NP} \\
\text{Their} \\
\text{N'} \\
\text{N} \\
\text{bothers} \\
\text{VP} \\
\text{V} \\
\text{talk} \\
\text{te veel} \\
\end{array}
\]

In (15), the pronoun is a head D which checks features with T by head-movement in an effort to satisfy the economy condition in (12). Because V also adjoins with T to value its features, the resulting structure is a complex head T which dominates a V zeggen and pronominal D they from...
two different languages. The PF Disjunction Theorem in (3), which rules out code-switching below X0, provides that the resulting construction will crash at PF.

Further support of the basic analysis we have presented also comes from some interesting coordination facts in Spanish–English code-switching. Consider the following:

(25) a. *Yo fight all the time
    I fight all the time
b. *Ellos fight all the time
    they fight all the time
c. *Ella fights all the time
    she fights all the time

(26) a. Mi novia fights all the time
    My girlfriend fights all the time
b. Mis amigos fight all the time
    My friends fight all the time

(27) a. Mis amigos y yo fight all the time
    My friends and I fight all the time
b. Yo y mis amigos fight all the time
    I and my friends all the time
c. Mis amigos y él fight all the time
    My friends and he fight all the time
d. Mis amigos y ellos fight all the time
    My friends and they fight all the time

Our consultants regarded all pronoun-verb switches to be ill-formed, as illustrated in (25), and found lexical DP-verb switches to be well-formed, as shown in (26). Our analysis predicts that coordinated structures such as those presented in (27) will behave like lexical DPs, since under coordinator feature checking may only be satisfied by XP movement, as attested.

However, a question arises. If a derivation is ill-formed because a pronoun moves to adjoin to T, why can there not then be a successful derivation in which the full DP, which contains only a pronoun, moves into the specifier position of TP in order to successfully converge and avoid a mixed-language complex head? To resolve this, we invoke the Minimal Link Condition (MLC), which requires that features be checked by the shortest move possible (Chomsky, 1995:267–268). In the context of (12), the MLC means that F carries along just enough material for convergence but cannot “bypass” an opportunity to check its features with a shorter move.

This analysis successfully rules out code-switching between a pronoun and a verb. The analysis extends nicely to the cases in (16), (17) and (19), where the pronouns appear to be topicalized, and hence occupying a specifier position. We assume that the Arabic independent pronoun humaya in (18) has moved as a full DP into the subject position.

Finally, let us turn to an analysis of the data in (20)–(23), presented earlier as counter-examples to Jake’s analysis within the MLF Model of Myers-Scotton (1993). The examples

---

5 Grammaticality judgments obtained from two young adult Spanish–English bilinguals residing in Central Arizona who learned Spanish as infants and English in primary school.
presented there illustrate that, in Spanish–Nahuatl code-switching, an asymmetry emerges: A code-switch between a Spanish pronoun and a Nahuatl verb may not occur for first or second person, but third person switches are well-formed. Notice that the subject agreement morpheme is null for the third person in Nahuatl, but is *ni-* for first person and *ti-* for second person, as may be observed in the examples given. This asymmetry in agreement affixes is parallel to what one finds in English, where *-s* marks third-person agreement but the first and second person are null. Pollock (1994) has suggested that there is no null person suffix *-Ø* which contrasts with *-s* in English; that is, rather than claiming that English bare verbs have phonetically empty agreement affixes, Pollock argues that they have no agreement affixes at all, and that English verbs undergo feature checking only if they are marked with an agreement morpheme whose features require checking; otherwise the element remains in situ.

We might suggest, in parallel fashion, that Nahuatl null third person does not exist, and verbs do not enter into an agreement relation with T to check features unless they are inflected with a subject agreement morpheme. A pronominal D may now raise to check features with T without ill-formedness resulting, as T has not entered into a checking relation with V, and hence no head dominates heads lexically filled by more than one language.6

6. Conclusion

The ban on code-switching between a (subject) pronoun and a verb, but not between a lexical DP and a verb, has been an enduring puzzle in research on bilingual code-switching. We have proposed an analysis of the code-switching data which posits that pronouns and lexical DPs take advantage of different checking strategies: While lexical DPs check features in [Spec, TP], pronouns undergo D-to-T movement. In the latter case, the resulting formation is a mixed-language complex head, which therefore crashes at PF, as predicted by the PF Disjunction Theorem. In further work, we hope to pursue an analysis of possible counter-examples by examining possible differences in Case and interpretability of feature composition, along lines pursued in van Gelderen (2000).
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