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Problem 1. (20pts) The proofs in this problem rely on random codes with independently chosen coordi-
nates of the codewords.

(A) Call a binary code C ⊂ {0, 1}n (2, 2)-separating if for any 4 codewords a1, a2, b1, b2 ∈ C there
exists a coordinate i such that either (a1,i, a2,i) = (0, 0) and (b1,i, b2,i) = (1, 1) or (a1,i, a2,i) = (1, 1) and
(b1,i, b2,i) = (0, 0).

(1) Bound above the average number of subsets {(a1, a2), (b1, b2)} that violate the separating property.

(2) Define

R2,2 = lim inf
n→∞

max
C⊂{0,1}n

C is (2,2) separating

log2 |C|
n

Prove that

R2,2 ≥ 1− 1

3
log2 7.

(Hint: the method is from HW2, problem 1; note that to break up a 4-tuple that violates the separating
property it suffices to delete one vector from the code.)

(B) Let Q, |Q| = q be a finite set. A perfect t-hash family of functions is defined as a code C ⊂
Qn such that for every t-tuple of vectors x1, x2, . . . , xt ∈ C there is a coordinate i ∈ [n] such that
|{x1,i, x2,i, . . . , xt,i}| = t (all the entries are distinct). Such coordinates are called hash. We say that C
has t-hash distance dt if every t-tuple has ≥ dt hash coordinates. In this problem you will prove a lower
bound on the rate of codes with a given t-hash distance.

(1) Prove that for a given t-tuple of codewords of C the probability that a given coordinate is hash equals
at :=

∏t−1
i=1(1− i/q)).

(2) Let Pb be the probability that a t-tuple of codewords contains ≤ dt − 1 hash coordinates. Use the
Chernov-Hoeffding inequality to argue that

Pb ≤ e−2n(δ−at)2 .

(3) Define

Rt(δ) = lim inf
n→∞

max
C⊂{0,1}n

C has t-hash dist.≥δn

logq |C|
n

Prove that

Rt(δ) ≥ 2
(δ − at)

2

(t− 1) ln q
.

Problem 2. (10pts) Let G(V,E) be a simple undirected graph on n vertices (i.e., |V | = n). An edge
e ∈ E connects a pair of vertices u, v, and we denote this by e = (u, v). A cycle in G is a sequence of edges
e1 = (v1, v2), e2 = (v2, v3), . . . , et = (vt, v1), where all the vertices v2, . . . , vt are distinct.



(a) Consider characteristic vectors of cycles c ∈ {0, 1}|E|, where ci = 1 if the edge ei is contained in
the cycle and 0 if not. Consider an F2-linear space spanned by these vectors, i.e., a binary code. Find the
dimension and the distance of this code.

(b) The dual code of the code in part (a) can be also described in terms of characteristic vectors of some
well-defined objects in G. Give a precise description of this code in graph-theoretic terms, and find its
dimension and distance.

Problem 3. (10pts) (a) Given a binary linear code C of length n. Prove that the average weight of
codewords

∑
i(Ai/|C|) is n/2 if the dual distance d⊥ > 1. Find the average weight of codewords in C if

d⊥ = 1. Find the second moment of the weight distribution of the code. (Hint: start with the MacWilliams
identities in the form

∑n
i=0Aiy

i = 1
|C⊥|

∑n
i=0A

⊥
i (1 + y)n−i(1− y)i.)

(b) Given a linear code C of length n and dimension k over a field Fq with dual distance d⊥. Let I ⊂
[n], |I| = t ≤ d⊥ − 1 be a subset of coordinates. Write all the codewords in a qk × n matrix and consider
the submatrix formed by the columns with indices in I . Prove that every q-ary vector x ∈ Ft

q appears as a
row of this submatrix the same number of times, i.e., qk−t times.

Problem 4. (20pts)

Let F = Fq and let α ∈ Fq2 be an element of multiplicative order q+1. Denote by mi(x), i = 0, 1, . . . , q

the minimal polynomial of αi over F (this is a polynomial of the smallest degree with coefficients in F and
such that mi(α

i) = 0).

(a) Show that the polynomial xq+1 − 1 can be decomposed into linear factors over Fq2 (i.e., that all the
roots of xq+1 − 1 lie in Fq2).

(b) Show that mi(x) = (x− αi)(x− α−i) for all i ̸= 0, (q + 1)/2.

(c) Let q be odd. Prove that for every odd k, 1 ≤ k ≤ q, the cyclic code of length q + 1 over F with
generator polynomial

(q−k)/2∏
i=0

mi(x)

has dimension k and is MDS.

(d) Let q be even. Prove that for every k, 1 ≤ k ≤ q+1 there exists a cyclic [q+1, k] MDS code over F.


